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Abstract 

With the proliferation of web surveys, researchers have increasingly used paradata, such as 

response times or mouse movements, which are collected automatically during the response 

process or with external software. While paradata have allowed researchers to identify 

important sources of survey error, they remain underutilized as a comprehensive resource for 

analyzing a wide range of methodological and substantive indicators. To highlight this 

problem, this paper provides a state-of-the-art review and summarizes empirical studies on 

three ways paradata are used: (i) to predict differences in response quality, (ii) to predict 

differences in respondent characteristics (e.g., sociodemographics, personality traits, and 

emotions), and (iii) to predict differences in survey estimates (e.g., values and attitudes). The 

results point to certain blind spots in survey research: The majority of studies used paradata to 

examine only (i) response quality, and many studies used only a single paradata indicator (i.e., 

response times). The main opportunity for future research lies in using multiple paradata 

indicators to simultaneously examine response quality, respondent characteristics, and 

estimates. This paper also provides a typology of available paradata in web surveys that could 

be used as an operational framework in survey research. 

 

Keywords: web surveys, paradata, response quality, data quality, respondent characteristics, 

survey estimates, state-of-the-art review  
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1 Introduction 

Paradata are a relatively new and expanding source of information about the survey response 

process and provide data about the computer-human interaction in surveys, such as mouse 

movements, keystrokes and response times. Paradata are particularly valuable for 

investigating web survey response quality and also enable insights that range from errors and 

costs to web survey usability (Callegaro et al., 2015; Kreuter, 2013a). The expansion and 

importance of paradata has been amplified due to the proliferation of web surveys (ESOMAR, 

2020) and the continued application of the Total Survey Error (TSE) paradigm in survey 

methodology (e.g., Biemer et al., 2017; Groves & Lyberg, 2010). On the other side, the 

complexity of paradata processing requires considerable resources (Kunz & Hadler, 2020), 

which is also an important barrier to their usage. 

 

This paper is concerned with direct paradata (hereafter referred to as paradata), which are 

automatically collected using the web survey software or external software (see Callegaro et 

al., 2015) and can be divided into three categories. First, contact info paradata provide 

information about respondents' contact attempts, such as the outcome of email invitations and 

whether respondents accessed the survey introduction page. Next, device type paradata 

comprise information about the respondent's device, such as its type, operating system, and 

IP-based location. Third, questionnaire navigation paradata describe respondents' progress 

through the questionnaire with information about response times (e.g., per item and per page), 

whether the respondent clicked outside the questionnaire (i.e., focus-out events), keystrokes, 

mouse clicks, and touch input (Callegaro et al., 2015). 

 

The purpose of this paper is a state-of-the-art review of research in survey methodology, in 

which paradata have been used that are particularly promising and fruitful for investigating 

the causes of survey errors. In addition, the aim is to present a typology of available paradata 

in web surveys. Three major areas of survey methodology in which paradata are used are 

examined: (i) response quality (e.g., speeding), (ii) respondent characteristics (e.g., 

personality traits), and (iii) survey estimates (e.g., specific target variables). 

 

While various indicators of (i) response quality have been used in the past to identify 

respondents with low response quality (Callegaro et al., 2015), paradata are also a valuable 

source for uncovering response behaviors that would otherwise have gone unnoticed, such as 
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speeding (e.g., Greszki et al., 2015). Studies have used paradata to predict (ii) respondent 

characteristics, such as emotions (e.g., Yamauchi & Xiao, 2018), health (e.g., Seelye et al., 

2015) and personality traits (e.g., Cheng et al., 2020). Paradata have also been used to 

investigate response quality in relation to some respondent characteristics, such as personality 

(e.g., Bowling et al., 2016) and sociodemographics (e.g., Höhne, Schlosser, et al., 2020). 

Studies have used paradata to analyze differences in (iii) estimates, such as attitudes (e.g., 

Schneider et al., 2015), behavioral attributes (e.g., Tzafilkou & Nicolaos, 2018) and behaviors 

(e.g., Greszki et al., 2015).  

 

This paper does not address indirect paradata that require additional external devices (e.g., 

eye-tracking, brain wave monitoring) or external observation (e.g., behavior coding). In 

addition, paradata related to mixed-mode surveys are not addressed here. These include 

multimode contact paradata, interviewer characteristics, interviewer observations, and audio 

and video recordings (Kreuter, 2013b). While longitudinal or modular survey designs may 

rely on paradata defined in a previous wave, data that exist prior to data collection for the web 

survey (e.g., sampling frame information) are excluded from the paradata definition. In 

addition, the paradata definition excludes auxiliary data and digital traces about decisions 

under the researcher's control regarding the details of the survey design before the survey 

(e.g., changes to the questionnaire) and after the survey (e.g., changes to responses), as well as 

auxiliary paradata generated outside of the data collection process (e.g., passive or 

commercial sources) (Callegaro et al., 2015; McClain et al., 2019). 

 

Following a conceptual background on paradata, a typology of available paradata in web 

surveys is provided in the next section, which can serve as an operational framework for 

future studies. The empirical part of this paper examines whether multiple paradata areas are 

covered by research and whether the use of paradata has proven useful for survey research. 

The discussion and conclusion sections address insights that paradata can realistically provide 

so that researchers can avoid unattainable expectations in survey practice. 

 

2 Background 

In survey data collection, researchers dispose with (i) questionnaire data, e.g., substantive 

responses and records of missing data, (ii) auxiliary data, e.g., characteristics of the 

respondents obtained from a sampling frame or another external source, (iii) metadata that 
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provide macro-level information about questionnaire data, e.g., information about the period 

of data collection and question measurement scales, (iv) passive data or non-reactive data that 

describe behavior beyond the survey data collection, e.g., motion data and web tracking data, 

and (v) paradata that analyze respondent’s interaction with the web survey and provide 

insights about the survey data collection process and the respondents’ behavior, ranging from 

errors and costs to web survey usability (Callegaro et al., 2015; Kunz & Hadler, 2020). 

Paradata are very rich, can be captured at a low cost, and can be recorded at the server of the 

web questionnaire, e.g., to describe the respondent’s navigation through the questionnaire, or 

at the respondent’s device, e.g., to record keystrokes and mouse clicks (Callegaro et al., 2015; 

McClain et al., 2019). 

 

This paper builds on typologies of paradata provided by Callegaro et al. (2015) and McClain 

et al. (2019). Under these frameworks, paradata can be structured into three main conceptual 

types of paradata in web surveys. First, contact info paradata describe the behavior 

surrounding survey contact attempts and the respondent’s contact with the survey team (e.g., 

the timing and outcome of email invitations). For nonprobability convenience methods, 

paradata may describe behavior at the recruitment stream (e.g., a recruitment website or a list 

of contacts). Second, device type paradata are aggregated to the session level and describe the 

behavior surrounding one or more attempts of the recruited units to access the web survey 

(e.g., time elapsed from opening the invitation to accessing the survey and the number of 

access attempts). In mixed-mode surveys, the survey may be accessed through multiple 

channels.  

 

Third, questionnaire navigation paradata are collected at the action level and aggregated to 

the level of the survey page, survey session, and respondent. These paradata can range from 

the most granular (e.g., keystrokes, clicks, and mouse movements), through the more 

processed ones (e.g., response times), to those specific to the survey instrument design (e.g., 

validation triggers, focus-out events). Besides the above-described three types of paradata, 

McClain et al. (2019) also define prior survey paradata that comprise various types of 

paradata aggregated to the respondent level and describe behaviors specific to online panels 

(e.g., device use, missing data, and response speed in previous survey waves) with the aim to 

inform survey design and help predict response quality in multi-wave surveys (e.g. Roßmann 

& Gummer, 2016).  
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After the paradata are captured, a considerable amount of processing is usually needed to 

aggregate the paradata to the appropriate level and create indicators, which can inform 

analyses on response quality and survey errors (McClain et al., 2019). The aggregation of 

these paradata can be structured into four levels (see Kaczmirek, 2009). The first level of 

aggregation includes data on individual actions of respondents (e.g., time stamps, mouse 

clicks) and survey invitation data (e.g., time stamps, invitation content). Typically, these data 

are recorded sequentially in a non-rectangular dataset, as the number of individual actions 

(e.g., on a screen) cannot be predetermined. The second level of aggregation comprises first 

level data across individual actions of each respondent (e.g., the number of mouse clicks on a 

page), which can be structured into a rectangular dataset. The third level includes second level 

data aggregated across respondents or variables (e.g., the mean number of answer changes per 

respondent or per question). The fourth level of aggregation is done across respondents and 

variables, providing a single value per survey (e.g., response time, item nonresponse rate). 

 

The TSE framework has underlined paradata as a method of investigating the causes of 

survey errors and the quality of survey estimates (McClain et al., 2019). The prior survey 

paradata can be used to analyze nonresponse error; however, in panel surveys these paradata 

can be used to investigate measurement error over time. The contact info paradata enable the 

analysis of coverage error, while in combination with the prior survey paradata researchers 

can explore additional ways of reducing nonresponse error. The device type paradata provide 

insight into nonresponse error (e.g., due to breakoffs after unsuccessful access attempts) and 

measurement error (e.g., due to device type) (ibid.). Questionnaire navigation paradata enable 

the investigation of nonresponse and measurement error through different indicators of 

respondent behavior and response quality (e.g., Höhne et al., 2017; Sendelbah et al., 2016), 

while some studies have aimed to also predict breakoffs with these paradata (e.g., Mittereder, 

2019). 

 

3 Method 

3.1 Research questions 

In providing a typology of available paradata, this paper addresses two research questions: 

RQ.1: Which types of paradata do researchers use in web surveys? 

RQ.2: What types of indicators can researchers create from direct paradata? 
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The following research question is addressed in this paper’s state-of-the-art review: 

RQ.3: In which of the three major paradata areas (i.e., respondent quality, respondent 

characteristics, and estimates) were paradata used by previous studies in web survey 

methodology?  

 

3.2 Literature search strategy for state-of-the-art review 

The literature search was performed in between April and January 2022 based on three 

eligibility criteria: 

1. an empirical study used paradata in some relation to web surveys; 

2. the paradata were used to analyze response quality and/or respondent characteristics and/or 

survey estimates; 

3. the basic web survey mode (Callegaro et al., 2015)—which uses a computerized self-

administered questionnaire to collect responses on a server which the respondents access 

with a web browser—was used in relation to paradata about the respondent’s interaction 

with the computerized questionnaire.  

 

Four combinations of keywords were used: paradata in web surveys, paradata and response 

quality, paradata and respondent characteristics, and paradata and survey estimates. For each 

of the four keyword combinations, the approximately the first 75 results were retrieved, 

totaling to 301 results for the four iterations. In addition, reference lists of the eligible 

manuscripts were screened, and 589 results were identified on this basis in total. After 

removing duplicate results, 570 results remained. The literature selection process (shown in 

Figure 1) was performed on the basis of the eligibility criteria. The titles and abstracts of 570 

results were checked for eligibility. On this basis, 467 results were excluded, and 103 results 

were used for further evaluation. Full-text manuscripts of the remaining 103 results were 

obtained and evaluated according to eligibility criteria. A total of 57 manuscripts were found 

eligible and included in the review, while 46 manuscripts were excluded. 
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Figure 1: PRISMA diagram of the literature selection process 

 

4 Paradata Typology 

Using paradata generated by the respondent’s interaction with the survey instrument, this 

paper identifies a set of key paradata about the respondent’s device, the patterns of 

respondent’s inputs and the patterns of respondent’s navigation through the questionnaire.  
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Table 1: Types of paradata 

Paradata type Examples TSE areas 

Contact info 

paradata 

(recruitment phase) 

- Outcomes of an email invitation 

- Access to the questionnaire introduction 

page 

- Last question answered before breakoff 

- Indicator and timing of e-mail opening 

- Times/dates of contacts 

- Recruitment stream (river/intercept samples) 

- nonresponse error 

- measurement error in 

panels over time 

Device type 

paradata (access 

phase) 

- User agent string 

- Recruitment stream (river/intercept samples) 

- Cookie and IP recordings 

- Time from contact to access 

- Device characteristics (type, screen dimensions, 

resolution and orientation, etc.) 

- Login attempts (total count, count of successes, etc.) 

- nonresponse error 

- measurement error 

Questionnaire 

navigation paradata 

(response phase) 

- Time spent per screen or response latency 

- Keystrokes and mouse-clicks 

- Change of answers 

- Real-time validation messages 

- Response times 

- Item missing data 

- Navigation (e.g., backups) and response changes 

- Loss of focus/out of browser window 

- Mouse, touch and keyboard actions 

- nonresponse error 

- measurement error 

 

 

5 Findings of the state-of-the-art review 

 

Table 2 lists the 57 eligible manuscripts according to the paradata that were used and a summary of the findings. In 

addition,  

Table 2 shows whether paradata were used to predict differences in response quality, 

respondent characteristics, and survey estimates. 

 

Table 2: Studies using paradata to analyze response quality, respondent characteristics and survey estimates 

# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

1 

(Fernández-

Fontelo et al., 

2022) 

2022 - mouse actions x   

Mouse movement curves as 

a whole contain more 

information for prediction 

of question difficulty than 

mouse movement measures 

alone. 

2 
(Cepeda et al., 

2021) 
2021 

- mouse actions 

- response time 
x x  

Interactive pointer 

movements provide a 

promising approach of 

better understanding of the 

relationship between the 

dynamics of pointer 

movements and underlying 

perceptual, cognitive and 

affective psychological 

mechanisms. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

3 

(Fernández-

Fontelo et al., 

2021) 

2021 
- response time 

- mouse actions 
x   

Mouse movement paradata 

improves prediction of 

question difficulty 

compared to response-time-

only models. 

4 
(Gummer et 

al., 2021) 
2021 - response time x   

Instructed response items 

identify respondents who 

show an elevated use of 

straightlining, speeding, 

item nonresponse, 

inconsistent answers, and 

implausible statements 

throughout a survey 

5 
(Matjašič et 

al., 2021) 
2021 

- response time 

- device 

characteristics 

x   

Moderate and statistically 

significant correlation 

between RTs and share of 

low RQ units, number of 

RQ indicators failed and 

each of the eight RQ 

indicators. Quality of 

responses to open-ended 

question is the most suitable 

and sufficient response 

quality indicator for 

identifying speeders. 

6 
(Schroeders et 

al., 2021) 
2021 - response time x   

Comparison between the 

results of the simulation and 

the online study showed 

that responses in real-world 

settings seem to be much 

more erratic than can be 

expected from the 

simulation studies. 

7 
(Cheng et al., 

2020) 
2020 

- outcomes of 

reminders 
x x  

Conscientiousness and 

openness to experience 

predict the incidence of unit 

nonresponse in subsequent 

survey waves, even after 

controlling for cognitive 

ability and demographic 

characteristics 

8 

(Höhne, 

Revilla, et al., 

2020) 

2020 

- respondent 

motion 

- response time 

x   

Compared respondents’ 

acceptance to comply with 

standing at a fixed point or 

walking around. The quality 

of responses to the five 

single questions did not 

differ significantly between 

the motion conditions 

9 

(Höhne, 

Schlosser, et 

al., 2020) 

2020 - focus-out x x  

On-device media 

multitasking is more 

common on PCs than on 

smartphones. Engaging in 

on-device media 

multitasking affects 

response quality. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

10 
(Horwitz et al., 

2020) 
2020 - mouse actions x   

Unordered response 

options, yes/no response 

format, and complex 

response options resulted in 

higher mouse movement 

values. 

11 

(Höhne & 

Schlosser, 

2019) 

2019 

- respondent 

motion 

- response time 

x   

Respondents’ motion level 

affects response times and 

the quality of responses 

given 

12 
(Sturgis et al., 

2019) 
2019 - response time x x  

Lower satisficing 

propensity for higher 

conscientiousness, higher 

agreeableness, and higher 

response time 

13 
(Kühne & 

Kroh, 2018) 
2018 

- mouse actions 

- answer 

changes 

x   

The provision of feedback 

did not lead to respondents 

changing their answers. 

Only 0.24% of respondents 

used the back button to 

revise personality answers. 

14 
(Paas & 

Morren, 2018) 
2018 - response time x   

The study 1 results show 

that IMC-failers often 

dedicate less time to the 

survey. Study 2 results 

show that attention-

enhancing tools do not 

reduce IMC failure. 

15(d) 

(Tzafilkou & 

Nicolaos, 

2018) 

2018 

- keyboard 

actions 

- mouse actions 

  x 

Mouse patterns can be 

associated with perceived 

ease use, perceived 

usefulness, self-efficacy, 

willingness to learn or risk-

perception. Some keystroke 

dynamics like can be 

associated with perceived 

ease of use or self-efficacy. 

16 
(Yamauchi & 

Xiao, 2018) 
2018 

- mouse actions 

- response time 
 x  

Cursor movement patterns 

such as the area under curve 

and direction change help 

infer emotions of computer 

users. 

17 
(Andersen & 

Mayerl, 2017) 
2017 - response time x  x 

Faster responses are 

associated with the 

reporting of desirable 

attitudes and behavior while 

slower responses are linked 

with those that are 

undesirable. 

18 
(Conrad et al., 

2017) 
2017 - response time x x  

In addition to reducing 

speeding, interactive 

prompts increased response 

accuracy. Prompting also 

reduced later straightlining 

in one experiment. 

19 
(Hibbeln et al., 

2017) 
2017 - mouse actions  x  

Mouse cursor distance and 

speed can be used to infer 

the level of negative 

emotion. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

20 
(Horwitz et al., 

2017) 
2017 

- mouse actions 

- response time 
x   

Certain mouse movements 

are highly predictive of 

difficulty and add 

considerable value when 

used in conjunction with 

response times. 

21 
(Bowling et 

al., 2016) 
2016 - response time x x  

Insufficient Effort 

Responding is in part a 

manifestation of enduring 

individual differences. 

22 

(Roßmann & 

Gummer, 

2016) 

2016 

- response time 

- device 

characteristics 

- previous 

survey 

participation 

x   

Some paradata (e.g., 

response times and 

participation history) 

improved the prediction of 

panel attrition, whereas 

others did not. 

23 
(Sendelbah et 

al., 2016) 
2016 

- response time 

- focus-out 
x   

Item nonresponse is 

associated with respondent 

multitasking, while non-

differentiation is not. 

Overall, 60% of 

respondents have 

multitasked at least once. 

24 
(Greszki et al., 

2015) 
2015 - response time x  x 

Speeding affects substantive 

results only in some 

exceptional instances, if at 

all. Marginal distributions 

were not altered 

substantively. 

25 

(Gummer & 

Roßmann, 

2015) 

2015 - response time x x  

Factors on both levels, the 

individual and the survey 

level, had effects on 

interview duration. 

26 
(Huang et al., 

2015) 
2015 - response time x   

The shortened infrequency 

scale was significantly 

correlated with total survey 

time  and letters 

typed while the two 

objective outcomes of 

response effort were 

positively associated. 

27 
(Jenkins et al., 

2015) 
2015 

- response time 

- mouse actions 
x   

Response uncertainty 

significantly influences 

mouse movement (area-

under-the-curve). Low 

uncertainty and high 

uncertainty had 

significantly lower response 

times, suggesting that these 

respondent groups are fast 

because they know the 

answer or are just randomly 

guessing. 

28 
(Revilla & 

Ochoa, 2015) 
2015 - response time x   

Significant relationship 

between response times and 

RQ. Longer response times 

associated with higher self-

reported effort. RQ not 

linked to effort. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

29 
(Schneider et 

al., 2015) 
2015 

- response time 

- mouse actions 
  x 

Mouse trajectory pull of the 

non-chosen evaluative 

option was mostly 

positively correlated with 

self-reports of subjective 

ambivalence. 

30(d) 
(Seelye et al., 

2015) 
2015 - mouse actions  x  

Mild cognitive impairment 

was associated with making 

significantly fewer total 

mouse moves. Mouse 

movement measures were 

significantly associated with 

several cognitive domains. 

31 
(Maniaci & 

Rogge, 2014) 
2014 - response time x   

Inattentive respondents 

provided self-report data of 

markedly poorer quality, 

sufficient to obscure 

meaningful regression 

results as well as the effects 

of experimental 

manipulations. 

 

32 
(Zhang & 

Conrad, 2014) 
2014 - response time x x  

Tendency to speed is related 

to several respondent 

characteristics, particularly 

age (younger respondents 

are more likely to speed). 

More speeding seems to be 

universally related to more 

straightlining, and this 

relationship is particularly 

strong among the less 

educated respondents. 

33 
(Horwitz et al., 

2013) 
2013 

- response time 

- number of 

sessions 

- answer 

changes 

- validation 

prompts 

- device 

characteristics 

x   

Respondents who changed 

their answers took longer to 

respond. 

34 
(Huang et al., 

2012) 
2012 - response time x   

Effectiveness of four 

indices for detecting IE 

responses: response time, 

long string, psychometric 

antonyms, and individual 

reliability coefficients. 

Detection indices measured 

the same 

underlying construct and 

showed the improvement of 

psychometric properties 

after removing IE 

respondents. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

35 
(Meade & 

Craig, 2012) 
2012 - response time x   

Response time failed to load 

onto a factor, potentially 

due to the hypothesized 

nonlinear relationship 

between time and response 

quality. Results indicated 

that there are two distinct 

patterns of careless 

response (random and non-

random) and that different 

indices are needed to 

identify these different 

response patterns. 

36 
(Funke et al., 

2011) 
2011 - response time x   

Higher response times and a 

higher break-off rate with 

respondents with a low 

formal education. Slider 

scales lead to statistically 

significantly higher break-

off rates and substantially 

higher response times. 

37 
(Gutierrez et 

al., 2011) 
2011 - response time x  x 

10% of those completing 

the survey flagged as 

speeders. Speeders less 

likely to report owning a 

battery charger among 20 

check boxes. Speeding did 

not affect survey estimates. 

38 
(Lenzner et al., 

2010) 
2010 - response time x   

Respondents answering the 

suboptimal questions had 

longer response times. The 

overall effect of text 

features on total response 

times was highly 

significant. Data quality 

was only partially found to 

be affected by the text 

features. 

39 
(Stieger & 

Reips, 2010) 
2010 

- mouse actions 

- keyboard 

actions 

- response time 

- device 

characteristics 

x   

10.5% of participants 

showed more than five 

single behaviors (mouse 

and keyboard) with highly 

negative influence on data 

quality in the whole online 

questionnaire (out of 132 

possible single behavior 

judgments) 

40 
(Wells et al., 

2010) 
2010  x x  

Spanish-language panelists 

took from 75% to 150% 

longer to complete their 

online surveys. Education, 

age, and broadband internet 

connection also have large 

and statistically significant 

effects on response time. 

41 
(Callegaro et 

al., 2009) 
2009 - response time x   

Respondents who engage in 

satisficing spend less time 

answering questions. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

42 
(Galesic & 

Bosnjak, 2009) 
2009 - response time x   

The further away from the 

beginning a block of 

questions was asked, the 

shorter were response times 

and the lower was the 

variability of answers to 

questions in grids. 

43 
(Kaczmirek, 

2009) 
2009 

- mouse actions 

- response time 

- device 

characteristics 

x   

- The number of 

respondents who clicked 

more than necessary was 

between 35% and 46%. 

- Answer time is better 

suited for the detection of 

differences in experimental 

conditions than page time 

and server time. 

- The least common 

denominator in available 

technology on client-side 

does not necessarily need to 

be pure HTML-code. 

44 
(Malhotra, 

2008) 
2008 

- response time 

- response order 
x x  

Low-education respondents 

who were the fastest were 

most prone to primacy 

effects for unipolar rating 

scales. Age and education 

are statistically significant 

predictors of response time. 

45 (Stern, 2008) 2008 

- response time 

- response order 

- answer 

changes 

x   

Visual layout of survey 

questions affects the 

number and also the types 

of response changes. For 

long-list questions, grouped 

listings have the longest 

response time, followed by 

an alphabetical list, while 

the fastest response times 

were for an open-ended 

input. 

46 

(Yan & 

Tourangeau, 

2008) 

2008 - response time x x  

Response times are affected 

by question characteristics 

and respondent 

characteristics 

47 
(Conrad et al., 

2007) 
2007 - response time x   

Respondents answered 

particularly accurately with 

mixed-initiative 

clarification, where 

respondents could initiate 

clarification or the system 

could provide unsolicited 

clarification when 

respondents took too long to 

answer. Although 

clarification dialogue 

increased response times, 

respondents preferred being 

able to request clarification 

than not. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

48 (Healey, 2007) 2007 
- response time 

- mouse actions 
x   

Drop downs led to higher 

item nonresponse and 

longer response times. The 

76% of respondents using 

scroll mice to complete the 

survey were prone to 

accidentally changing an 

answer if presented with 

drop-down questions. 

49 
(Conrad et al., 

2006) 
2006 

- response time 

- mouse actions 
x   

The number of clarification 

requests is quite sensitive to 

the number of clicks 

involved. Response times 

were faster when definitions 

were obtained with one 

click than with multiple 

clicks. For the mouse-over 

design there were more 

requests for clarification 

(22.4%) than for the click 

design (13.8%). 

50 
(Smyth et al., 

2006) 
2006 - response time x   

Respondents endorse more 

options and 

take longer to answer in the 

forced-choice format than 

in the check-all 

format. The check-all 

format may encourage a 

weak satisficing 

response strategy. 

51 
(Haraldsen et 

al., 2005) 
2005 

- response time 

- response 

changes 

x   

Longer response times for 

open-ended questions. More 

answer changes for 

questions requiring 

judgement and multiple-

choice questions. 

52 
(Wise & Kong, 

2005) 
2005 - response time x   

Psychometric 

characteristics of RTE 

scores were empirically 

investigated and supportive 

evidence for score 

reliability and validity was 

found. In addition, both 

RTE scores and self-

reported effort showed very 

similar motivation filtering 

effects. 

53 
(Tourangeau et 

al., 2004) 
2004 - response time x   

Inconsistent order of 

response options resulted in 

higher response times.  

Presenting grid items on a 

single screen rather than 

multiple screens resulted in 

lower response times. 
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# Reference Published Paradata RQ(a) RC(b) E(c) Findings with paradata 

54 
(Heerwegh, 

2003) 
2003 

- response time 

- response 

changes 

x   

Respondents who changed 

their answers took longer to 

respond. Respondents who 

did not know the answer to 

knowledge questions took 

longer to respond. 

55 

(Heerwegh & 

Loosveldt, 

2002) 

2002 - response time x   

Respondents took longer to 

answer with dropdowns that 

with radio buttons in one of 

the two experiments. 

56 
(Heerwegh, 

2002) 
2002 

- response time 

- response 

changes 

- response order 

x   

About 30% of respondents 

changed their answer at 

least once in a grid of 8 

items. About 10% of 

respondents did not respond 

to the 8 items sequentially. 

Responses to the first item 

in a grid take longer. 

Dropdowns produce less 

answer changes, less non-

sequential responses, and 

longer response times. 

57 
(Crawford et 

al., 2001) 
2001 - response time x   

There was no association 

between the burden 

indicator (8 to 10 minutes 

vs. 

20 minutes) and time before 

breakoff. 

 Total  
 

 
52 13 6  

(a) Response quality column comprises studies that used paradata to examine specific response quality indicators 

(e.g., item nonresponse, satisficing) and/or characteristics of the responding process (e.g., response uncertainty, 

response difficulty). 

(b) Respondent characteristics column comprises studies that investigated the relation of paradata to 

sociodemographic characteristics and other personality, psychological or cognitive measures (e.g., Big Five 

personality dimensions). 

(c) Estimates column comprises that examined paradata in relation to scores of some attitudinal or opinion scores 

(e.g., risk perception, willingness to learn). Studies that analyzed self-reports related directly to response quality 

(e.g., self-reported multitasking) are not included in this column (they are already reported in the response 

quality column). 

(d) The study initially collected paradata through computer use of the participants, followed by the collection of 

survey data through a computerized survey. 

 

5.1 Paradata and response quality 

Response time paradata were the most common set of paradata indicators, which the literature 

utilized to analyze response quality. Response time paradata refer to the time that the 

respondents requires to answer an item, a set of items or the entire questionnaire (Matjašič et 

al., 2018). In this context, the literature reported that unusually short (i.e., speeding) or 
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unusually long response times (e.g., due to focus-out events) indicate worse response quality 

(e.g., Revilla & Ochoa, 2015; Stieger & Reips, 2010). It was found that response times are 

affected by question type and characteristics (e.g., Funke et al., 2011). Open-ended questions 

were identified as the most suitable and sufficient response quality indicator for identifying 

speeders (Matjašič et al., 2021). 

 

Mouse actions are another notable set of paradata indicators. While mouse movement have 

been previously studies with eye tracking (e.g., Galesic et al., 2008), this requires special 

equipment and physical presence of the respondent, while the paradata approach is a low-cost 

and scalable alternative (Cepeda et al., 2021). Here, simple mouse action paradata (e.g., 

pointer movements and mouse clicks) have been used as indicators of response quality (e.g., 

Horwitz et al., 2020; Stieger & Reips, 2010), where excessive movements and clicking 

exhibited a negative influence of response quality. More complex paradata have in addition 

been used to extract specific mouse patterns (e.g., Tzafilkou & Nicolaos, 2018) and to predict 

respondent difficulty using machine learning (e.g., Fernández-Fontelo et al., 2021). 

 

Studies have used focus-out event paradata—which indicate that the respondent switched 

from the web browser’s tab or window to another activity—to detect respondent multitasking. 

Focus-out events were found to be statistically significantly associated with item nonresponse 

(Sendelbah et al., 2016). 

 

On smartphones, response quality has been analyzed in relation to respondent motion (e.g., 

walking), which was monitored using acceleration paradata. A study that included walking 

and climbing the stairs found that a high motion level resulted in longer completion times and 

a more pronounced primacy effect (Höhne & Schlosser, 2019). Conversely, a study where the 

motion condition only included walking found no statistically significant different in response 

quality between the different levels of respondent motion (Höhne, Revilla, et al., 2020). 

 

Among other less frequently used paradata indicators to study response quality is prior survey 

participation. A split panel study (Roßmann & Gummer, 2016) found that some paradata were 

robust predictors of attrition, namely the number of item nonresponses, the response speed 

index, and the respondents’ participation history. On the other hand, results were less clear for 

the usage of tablets and smartphones, the number of correctly answered control questions, the 

number of “don’t know” answers. 
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5.2 Paradata and respondent characteristics 

Few studies used paradata to analyze only respondent characteristics, as analyzing both 

response quality and respondent characteristics was more prevalent in the literature (see 

Section 5.4). In a study addressing cognitively intact older adults and older adults with mild 

cognitive impairment, mouse movements were captured during one week of routine home 

computer use (Seelye et al., 2015). Participants’ health and cognitive status was clinically 

assessed during annual in-home visits using standardized questionnaire scales as well as 

weekly online health surveys. It was found that mild cognitive impairment manifested in 

fewer total mouse movements with lower efficiency and longer pauses between movements 

during routine home computer use. 

 

A study on inferring emotions with paradata (Yamauchi & Xiao, 2018) found that mouse 

movements were statistically significantly correlated to self-reported anxiety scores, to certain 

positive emotions in relation to music, to positive affect and attentiveness scores in females 

and self-assurance scores in males in relation to film clips, and to valence and arousal scores 

in relation to emotion-elicitation stimuli. 

 

An observational study analyzed the efficacy of using the mouse cursor distance and speed 

paradata to infer the self-reported level of negative emotion (Hibbeln et al., 2017). Mouse 

movements were monitored while participants completed five goal-directed tasks, such as 

configuring a laptop or a car on a website. Participants’ emotion was allowed to vary without 

direct manipulation and after completing each task, participants reported their level of 

negative emotion on a 9-point pictorial scale of emotion. The study found that greater cursor 

distance and slower cursor speed are both statistically significantly correlated with lower self-

reported level of pleasure. 

 

5.3 Paradata and estimates 

In a set of experiments where participants rated attitude objects (Schneider et al., 2015) the 

pull of the participants’ mouse trajectories was greater between two opposing evaluations. In 

two of the three studies, mouse trajectory pull of the non-chosen evaluative option and 

response time were positively correlated also with self-reported subjective ambivalence.  A 

study that analyzed self-reported effort found that longer response time was statistically 
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significantly related to higher effort scores (Revilla & Ochoa, 2015). However, worse 

response quality did not result in lower scores of self-reported effort. 

 

A field test of 30 student participants (Tzafilkou & Nicolaos, 2018) captured mouse and 

keyboard actions where the participants had to create a web form. After the task, they were 

administered a questionnaire measuring self-reported behavioral attributes. The results 

showed that certain mouse movements were statistically significantly correlated with self-

reported usefulness, ease of use, self-efficacy, willingness to learn and risk perception. 

Certain keyboard actions were significantly correlated with self-reported ease of use and self-

efficacy. 

 

5.4 Paradata, response quality and respondent characteristics 

Several studies used paradata to investigate response quality in relation to Big Five 

personality traits. Among them is the study on insufficient effort (i.e., low quality of 

responses due to failure to read or comply with instructions), which found that differences in 

the level of effort reflected the respondent’s self-reported personality traits (Bowling et al., 

2016). The results showed that openness was unrelated to insufficient effort responding, while 

conscientiousness, agreeableness, extraversion, and emotional stability were negatively 

related to insufficient effort responding (ibid.). 

 

The Understanding America Study found that conscientiousness and openness to experience 

predicted the incidence of unit nonresponse in subsequent survey waves (Cheng et al., 2020). 

In the study, both paradata and personality traits were found to capture independent 

information that explained unit nonresponse. Another study employing Big Five personality 

traits found that a lower level of nondifferentiation was correlated with a higher agreeableness 

score and with longer response times (Sturgis et al., 2019). In addition, fewer “don’t know 

answers” signaled a link to higher conscientiousness score and shorter response times. 

 

A study that monitored mouse actions with paradata also analyzed self-reported personality 

traits (Cepeda et al., 2021). It was found that mouse micro-behaviors predicted 78% of 

response uncertainty events. For example, it was found that respondents moved the pointer 

more frequently from one response option to another when uncertain and that respondents 

more frequently visited items associated with uncertainty. 
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Besides personality traits discussed above, studies also compared general sociodemographics 

on the basis of some paradata indicators. In an experiment comprising six web surveys, 

paradata were used to monitor interactive feedback prompts to speeders (Conrad et al., 2017). 

It was found that the prompt reduced speeding, improved response quality, and reduced 

straightlining. When comparing for sociodemographics, younger respondents (especially in 

the 18–34 age group) were found to have sped on significantly more questions than did older 

respondents in all of the surveys.  

 

When analyzing respondent characteristics, the study found that focus-out events were more 

common for young and highly educated respondents. A study that monitored focus-out events 

with paradata found that switching away from the web survey was associated with selecting 

the middle response category, and self-reported multitasking (Höhne, Schlosser, et al., 2020).  

 

A study on speeding found that very short response times were related to a higher level of 

straightlining regardless of the demographics, but the link was particularly strong among less 

educated respondents (Zhang & Conrad, 2014). Speeding was found to be related to several 

respondent characteristics, particularly age where younger respondents were more likely to 

speed. A multilevel analysis of 21 web surveys on political attitudes and behavior found that 

both the individual and the survey design characteristics level had effects on interview 

duration (Gummer & Roßmann, 2015). The larger share of the variation in interview duration 

was explained by respondent characteristics. In a study on response times (Yan & 

Tourangeau, 2008), they were found to be affected by question characteristics, complexity of 

the response options, and location of the question within the questionnaire, as well as age, 

education, experience with the internet and experience with completing web surveys.  

 

5.5 Paradata, response quality and estimates 

Three of the 57 eligible studies analyzed response quality and survey estimates with response 

time paradata. The first study found that removing speeders did not alter marginal 

distributions of estimates of attitudes and behaviors (Greszki et al., 2015). Their findings 

suggested that responding too fast primarily adds random noise to the data and weakens 

correlations. The study also found that with response times it is possible to detect some 

satisficing behavior that would have gone unnoticed on the basis of only traditional indicators, 
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such as “don’t know” answers and item nonresponse (ibid.). A different study found that 

response times can be used as proxies to identify socially desirable response behavior 

(Andersen & Mayerl, 2017). Faster responses were found to be associated with the reporting 

of desirable attitudes and behavior. The third study (Gutierrez et al., 2011) identified speeders 

as 10% of respondents. Speeding was significantly related to straightlining; however, 

speeding did not have a statistically significant effect one stimates. 

 

6 Discussion 

6.1 Research Questions 

Regarding the type of paradata used by researchers (RQ.1), questionnaire navigation paradata 

were the predominant type of paradata used among 57 eligible manuscripts (see Table 3). 

These paradata included response times, mouse action and keyboard action paradata (e.g., 

Stieger & Reips, 2010), focus-out events (e.g., Höhne, Schlosser, et al., 2020), and respondent 

motion paradata (e.g., Höhne, Revilla, et al., 2020). Device type paradata were used less 

frequently, for example when comparing PCs vs. smartphones (e.g., Höhne, Schlosser, et al., 

2020) and different screen resolutions (e.g., Kaczmirek, 2009). Even fewer studies used 

contact info paradata, which included paradata indicators from previous survey participation 

(e.g., Roßmann & Gummer, 2016) and outcomes of reminders (e.g., Cheng et al., 2020). 

 

Table 3: Types of paradata indicators derived from direct paradata in 57 eligible manuscripts 

Paradata indicator type Number of manuscripts 

Response time 48 

Mouse actions 16 

Response changes 6 

Device characteristics 5 

Response order 3 

Keyboard actions 2 

Respondent motion 2 

Focus-out 2 

Outcomes of reminders 1 

Previous survey participation 1 

Validation prompts 1 

Number of sessions 1 

 

As for the specific indicators that the researchers derived from the paradata (RQ.2) in 57 

eligible manuscripts (Table 3), several predominant types of indicators can be underscored. 

Among the 48 manuscripts, which derived paradata indicators of response time, these 

indicators were used for different purposes, including analyzing the relationship of response 

times to response quality (e.g., Revilla & Ochoa, 2015), to respondent characteristics (e.g., 
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Yan & Tourangeau, 2008), and to survey estimates (e.g., Andersen & Mayerl, 2017), as well 

as with the aim of identifying speeders (e.g., Conrad et al., 2017). Mouse action paradata, 

which were derived in 16 manuscripts were used in contexts, such as mouse clicks (e.g., 

Conrad et al., 2006) and pointer distance and speed (e.g., Hibbeln et al., 2017). Only a few 

studies captured other paradata indicators, including on device characteristics, keyboard 

actions, and respondent motion (Table 3). 

 

Regarding the three major paradata areas (i.e., respondent quality, respondent characteristics, 

and estimates) of survey methodology studies (RQ.3), previous studies addressed a single 

paradata area or at most two paradata areas, suggesting that the scope of paradata use is still 

somewhat limited. The most prevalent use of paradata was related to response quality (52 

manuscripts), while the other two areas (i.e., respondent characteristics and survey estimates) 

were addressed less frequently (Table 4). 

 

Table 4: Major paradata areas among 57 eligible manuscripts  

Major paradata area Number of units Number of mentions 

Response quality 38 52 

Respondent characteristics 3 14 

Survey estimates 2 5 

Response quality & respondent characteristics 11 11 

Response quality & survey estimates 3 3 

Respondent characteristics & survey estimates 0 0 

Response quality, respondent characteristics & survey estimates 0 0 

Total 57 85 

  

Few studies examined two major paradata areas simultaneously (Table 4) and none of the 

studies addressed both respondent characteristics and survey estimates paradata areas. 

Furthermore, none of the papers used the available paradata to simultaneously examine 

response quality, respondent characteristics, and survey estimates, indicating a blind spot in 

research.  

 

6.2 Broader context 

This state-of-the-art review shows that the usage of the notion of paradata in increasing. 

Namely, there were 20 eligible manuscripts between 2017 and 2022 in this paper, which is 

roughly comparable to the period between 2001 and 2011 (i.e., 22). Of course, this increase 

refers only to experimental research with direct paradata in web surveys (see Limitations and 

future search), which is much rarer and is growing slower. For example, paradata have also 

been discussed in relation to other computerized survey modes  (e.g., Bassili & Krosnick, 
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2000) and other contexts, which are not limited to direct paradata and the basic web survey 

mode (see Callegaro et al., 2015). 

 

We explored the trend of paradata in the literature, starting with the year when a paper by 

Couper (2000) explicitly mentioned paradata. We used the keyword combination of 

‘paradata’ and ‘survey’ in Google Scholar. While the insight that is provided in this way is 

mostly illustrative and lacks experimental insight, it demonstrates a sharp increase in the 

usage of paradata in the context of surveys after 2010 (right-hand side Y axis in Figure 2). 

Web of Science (WoS) and Scopus, two of the most recognized citation indexes, revealed a 

similar trend (left-hand side Y axis in Figure 2). Scopus was search with ‘TITLE-ABS-KEY 

(paradata AND survey)’ and WoS with ‘AB=(paradata AND survey) OR TI=(paradata AND 

survey) OR KP=(paradata AND survey)’. 

 

Figure 2: The number of search results for the sarch terms 'paradata' and 'survey' on Google Scholar (right Y-axis), 

Scopus, and Web of Science-WoS (left Y-axis) by year from 2000 to 2021 

 

6.3 Limitations and future research 

Several limitations and caveats in relation to this paper’s findings are discussed below. The 

first limitation concerns the paradata typology, which was used as the basis for identifying 

and classifying manuscripts in the state-of-the-art review. The typology is exhaustive in terms 

of direct paradata; however, we did not include indirect paradata, metadata, auxiliary data, 

passive data, and digital traces, as these are beyond the scope of this paper. These types of 

data and paradata could be explored by future studies for their potential relevance to the 

analysis of response quality, respondent characteristics, and survey estimates. In addition, the 
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eligibility criteria of this paper required that direct paradata were used together with a web 

survey. Direct paradata collected with other computerized modes of data collection (see 

Callegaro et al., 2015) are thus beyond the scope of this paper, for example paradata in  

Computer Assisted Personal Interviewing (CAPI, e.g., Biemer et al., 2013), Computer 

Assisted Telephone Interviewing (CATI, e.g., Bassili & Krosnick, 2000), and Computer 

Assisted Self-Interviewing (CASI, e.g., Couper & Kreuter, 2013). 

 

The second limitation refers to the method of literature search and selection, which was based 

on the exhaustive typology of direct paradata and yielded 570 initial results excluding 

duplicates. The purpose of the criteria, which resulted in 57 eligible manuscripts was to 

ensure that the manuscripts were of high quality and that the scope of the results remained 

manageable. Consequently, the results were limited to published scientific manuscripts in 

English, and gray literature was not examined because paradata in unpublished studies might 

be less comprehensive and less reliable. While focusing on published and preferably peer-

reviewed manuscripts ensured a certain level of quality, there is a risk that some references 

may have been overlooked. In the future, a review could consider limiting the scope of the 

results to only a narrow range of paradata (e.g., only response quality), which may allow them 

to also examine unpublished studies and assess their quality. 

 

The manuscripts included in the state-of-the-art review used different sets of paradata to 

analyze specific survey methodology issues, and the sets of paradata were often chosen 

arbitrarily, under unspecified circumstances, or following the practices of other researchers. It 

thus remains unclear whether these paradata sets are exhaustive and what possible 

combinations of paradata indicators might all be useful, for example, to examine a particular 

aspect of response quality. Future studies should therefore aim to identify and harmonize 

paradata indicators that are particularly meaningful, rich, and cost-effective in informing 

researchers about survey errors. In this context, systematic identification of the indicators with 

the best added value would be useful, as the complexity of documenting, cleaning, processing, 

aggregating, and evaluating paradata requires a significant amount of time and effort on the 

part of researchers. Subsequent studies should also identify the paradata indicators that would 

be meaningful and relevant for simultaneous analysis of all three major paradata areas, as 

previous studies addressed one or at most two major paradata areas. 
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7 Conclusion 

This paper presented a state-of-the-art review and identified paradata that have been 

previously used by studies in web survey methodology. A total of 57 manuscripts were 

identified in which the causes of survey errors were investigated with paradata from at least 

one of the three major paradata areas: (i) response quality, (ii) respondent characteristics, and 

(iii) survey estimates. The findings showed that in most of the manuscripts (i.e., 91%), 

paradata have been used in the paradata area of (i) response quality. Conversely, fewer studies 

have used paradata to analyze (ii) respondent characteristics (i.e., 23%), and (iii) survey 

estimates (i.e., 11%). Moreover, no study to date has used paradata to examine all three major 

paradata areas simultaneously; previous studies addressed at most two major paradata areas. 

 

The above suggests that paradata are underutilized by studies in survey methodology. It 

should be noted that the scope and granularity of the paradata to be collected depend on the 

circumstances and preferences of survey research projects. Therefore, the challenge remains 

for future studies to identify paradata indicators, which could be implemented routinely and 

simultaneously in survey datasets, as well as serve as meaningful predictors of 

methodological and substantive issues in survey research. Here, the challenge for web survey 

software is to facilitate the use of paradata indicators by survey researchers. Support for 

automated collection of paradata worthy of being routinely collected for general use in survey 

datasets would reduce the difficulty of processing paradata in the research community. 
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